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Abstrakt
Niniejszy tekst stanowi recenzj¢ ksigzki The Emergence of Mind: Where Technology
Ends and We Begin, ktorej autorem jest filozof Jeffrey Kane. Krytykuje on redukcjo-
nistyczne podejscie do Al, watpigec tym samym w mozliwo$¢ zbudowania maszyny
zdolnej do zajgcia miejsca cztowieka.

Stowa kluczowe: sztuczna inteligencja, umyst, emergencja, antyredukcjonizm

Jeffrey Kane, The Emergence of Mind. Where Technology Ends and We Be-
gin, Palgrave Macmillan, London 2024, 177 pages [review]

Abstract
This article is a review of the book The Emergence of Mind: Where Technology
Ends and We Begin, written by the philosopher Jeffrey Kane. Kane criticizes the
reductionist approach to Al, thus doubting the possibility of building a machine ca-
pable of replacing humans.
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Ludzie wspotczesni doswiadczajg coraz wigkszej integracji sztucznej inteligencji
z codziennos$cia. Nie brak gltosow, ze trudno juz nawet mowic o inteligencji sztucz-
nej, skoro podobno przeszta ona pomyslnie test Turinga'. Niemniej wcigz dostrzega
si¢ granice istniejace miedzy inteligencja sztuczng i ludzkg. Do badaczy tych za-
gadnien przylaczyt si¢ takze profesor filozofii edukacji Jeffrey Kane z Long Island
University, zajmujacy si¢ do§wiadczalnymi podstawami ludzkiego myslenia. Swo-
je uwagi przedstawil w ksiazce The Emergence of Mind: Where Technology Ends
and We Begin, wydanej przez wydawnictwo Palgrave Macmillan w 2024 r.

Rozdziat pierwszy (Writing the Human Narrative) pelni funkcje wstepu. Autor
zaznacza, ze celem ksigzki jest zakwestionowanie obliczeniowego modelu my$lenia
lezacego u podstaw generatywnej Al (artificial intelligence) uwazanej za uciele$nie-
nie ludzkiego umystu i zaoferowanie alternatywnego podejscia, wedtug ktorego to
zycie i $wiadomosc¢ sg kluczowe dla tworzenia ludzkiej mysli. Idee, ktore przybiera-
ja forme¢ w umysle cztowieka, sg ksztaltowane przez doswiadczenie, majg rowniez
swoje znaczenie i cel. Niestety wartosci te sg pomijane przez modele obliczeniowe.
Nalezy zatem skonfrontowa¢ 6w redukcjonizm obliczeniowych teorii umystu opar-
tych na statystycznej analizie jezyka z generatywnymi podstawami ludzkiego mysle-
nia opartymi na dynamicznych zasadach pojawiajacych si¢ w systemach ztozonych.

Obliczeniowy model myslenia moze doprowadzi¢ do utracenia pewnych aspek-
tow kondycji ludzkiej. Pozadane zas$ jest wyjscie poza redukcjonizm obliczeniowych
teorii umystu, aby zmierzy¢ si¢ z generatywnymi podstawami ludzkiego myslenia.
Alternatywna teoria umystu jest relacyjna i opiera si¢ na dynamicznych zasadach
pojawiajacych si¢ w systemach ztozonych, a nie na statystycznych interakcjach.

W rozdziale drugim (Where We Begin) autor ukazuje podstawowy problem po-
jawiajacy si¢ w przypadku generatywnej Al 1 podstawowych elementéw ludzkiego
doswiadczenia. Jako przyktad podaje on znaczenie stowa ,,niebieski”. Al nie ma
doswiadczenia tego koloru. Postuguje si¢ tym wyrazem w danym znaczeniu tylko
dlatego, ze to cztowiek nadat mu takie, a nie inne znaczenie w danym kontekscie.
Kane nawiazat przy tym do analogii badan nad wszech§wiatem do badan nad Al,
zaproponowanej przez Yejin Choi. W fizycznym wszechswiecie obserwuje si¢ i bada
ok. 5 proc. catej materii i energii, wiedzac zarazem, ze na site grawitacji i predkos¢
ekspansji wptywa rowniez pozostale 95 proc. materii i energii, o ktérej nic nie wia-
domo. Podobnie jest w przypadku badan nad Al: naukowcy zajmuja si¢ jej niewiel-
kim fragmentem, wiedzac, ze istnieje jeszcze ogrom ciemnej materii inteligencji
ijezyka.

Rozdziat trzeci (The Science of Mindlessness) Kane rozpoczyna od ukazania
zwigzku mi¢dzy dwoma wymiarami ludzkiego istnienia, ktorych do§wiadcza kazdy
cztowiek: swiadomosci i cielesnosci. Obecna technologia umozliwia odtworzenie

' Od wielu lat wcigz trwa dyskusja na ten temat. Ostatnio odnotowany gtos: C.R. Jones, B.K.
Bergen, Large Language Models Pass the Turing Test, https://arxiv.org/pdf/2503.23674
[dostep: 31 II1 2025 1.].



286 KS. LUKASZ SADLOCHA

zwigzku tych dwoch sfer, ktory mogt by¢ zerwany np. w wyniku wypadku drogo-
wego. Jest ona w stanie zrobi¢ nawet wigcej, gdyz moze rozszerzy¢ przetwarzanie
poznawcze (chipy Neuralink). Tym samym wydaje si¢, ze ludzkie myslenie spro-
wadza si¢ do przetwarzania informacji zgodnie z prawami fizyki i ukazuje umyst
jako funkcje materii. Ale wtedy nie bytoby roznicy miedzy Al a mysleniem cztowie-
ka. Myslenie nie bytoby cecha tylko ludzka. Modele algorytmiczne replikowatyby
wzorce ludzkiego umystu. Pozostaje tylko identyfikacja wzorcoéw interakcji migdzy
obserwowalnymi obiektami, co przypomina dualizm kartezjuszowski.

Na myslenie cztowieka — jak pisze autor — sktadajg si¢ jednak nie tylko infor-
macje, ale i bezposrednie doswiadczenie odbierane przez neurony aferentne two-
rzgce markery somatyczne, ktdre nastgpnie integruja si¢ z innymi obszarami mozgu
i osrodkowym uktadem nerwowym, aby generowaé percepcje, uczucia i emocje.
Osady zatem powstajg z procesow racjonalnych, jak tez z bezposredniego, subiek-
tywnego doswiadczenia wewnetrznego.

W rozdziale czwartym (Where Computation Ends) Kane wychodzi od koncep-
cji Kartezjusza. Medytacje francuskiego filozofa nad prawda przebiegaty w sferze
koncepcyjnej, w oderwaniu od subiektywnego doswiadczenia. Doprowadzito to
do rozroznienia dwoch swiatow, z ktorych kazdy wymagat wlasnej formy wiedzy.
W $wiecie obiektywnym to rozum ustanawiat wszelki porzadek, natomiast w §wie-
cie fizycznym — subiektywne wrazenia i interesy. Charles Darwin potaczyt te dwa
$wiaty, umieszczajac ludzki umyst na poziomie biologicznym. Dla niego liczyty
si¢ juz tylko relacje migdzy $rodowiskiem a zachowaniami organizmu, dla ktorych
mozna bylo znalez¢ wzorce matematyczne. Tym samym wyeliminowano subiek-
tywnos¢. Kolejng paradygmatyczng zmiang w badaniu ludzkiego umystu zapropo-
nowat Noam Chomsky. Wedtug niego umyst ludzki nie ogranicza si¢ do srodowiska
fizycznego i obejmuje nieskonczong liczbe czynnikéw psychicznych lezacych poza
srodowiskiem, danym miejscem i czasem. Uwzglednienie takiej ztozono$ci umoz-
liwit dopiero rozwoj technologii, zwlaszcza heurystyczne programy komputerowe
i badania nad zrozumieniem ludzkich procesow heurystycznych i ich symulowanie
(AI). Kolejnym badaczem byt George Miller, wedtug ktorego kluczem do tych do-
ciekan powinny by¢ struktury i wzorce zachowan jezykowych, czyli natura organi-
zacji informacji, a nie jej reprezentacyjna (semantyczna) czes$¢ ani relacja ze srodo-
wiskiem. Dzigki niemu dokonata si¢ tzw. rewolucja poznawcza, a podstawowym
kryterium dobrego modelu teoretycznego stata si¢ obliczalnoscé.

Metafora obliczeniowa umystu wykluczyta wszystkie nieobliczeniowe stany
wewnetrzne o znaczeniu naukowym w kontekscie ludzkiego myslenia. Nastapito
wywrocenie istniejgcego porzadku. Produkt, ktérym jest maszyna obliczeniowa, stat
si¢ prototypem umystu ludzkiego. Anténio Damasio, prowadzac badania nad funk-
cjonowaniem mozgu, odkryl, ze subicktywnego doswiadczenia i Swiadomosci ludz-
kiej nie mozna zrozumie¢ obliczeniowo, nie sa to tez zjawiska nadprzyrodzone (jak
dusza). Ponadto w codziennym uzyciu informacja jest no$nikiem pewnej tresci, na-
tomiast w znaczeniu technicznym jest czysto funkcjonalna. Hubert Dreyfus odrzucit
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rozumienie techniczne na rzecz codziennego w kontekscie ludzkiego poznania. Dzi$
rozroznienie to praktycznie zanikto w powszechnym uzyciu.

Rozdziat piaty (Relational Science) dotyczy ograniczen, jakie niesie ze sobg
funkcjonalne ujecie inteligencji. Sztuczna inteligencja postepuje wedtug okreslone-
go algorytmu, ktérego celem jest wygenerowanie wynikow. Moze rozwijaé reguty
przetwarzania (uczy¢ si¢, np. poprzez mechanizm sprzezenia zwrotnego), wydaje si¢
nawet, ze samodzielnie je wybiera. Moga one rowniez wykraczaé¢ poza mozliwosci
projektantow, jednakze nie moga generowaé nowych regul przetwarzania poza pa-
rametrami wbudowanymi w ich zaprogramowang architekture. Nie sg one w stanie
porzuci¢ swojego programu, cho¢ cztowiek moze nie korzysta¢ ze swojej intencji.
To cztowiek nadaje cel sztucznej inteligencji.

Ponadto trudno jest rozpatrywaé¢ mozg i jego dziatanie w oderwaniu od organi-
zmu zywego, w ktorym wyewoluowat i na ktorego potrzeby reaguje oraz odpowiada.
Istnieje on w zywym podmiocie majacym zdolno$¢ subiektywnego do$wiadczania.
To, ze zwigzek funkcji mézgowych z subiektywnym doswiadczeniem nie jest kwe-
stionowany, nie oznacza, ze kazde subiektywne do$wiadczenie da si¢ sprowadzi¢
do proceséw neuronalnych. Modele obliczeniowe mozgu nie wystarczaja do wy-
jasnienia ludzkiej §wiadomosci. Stwierdza to m.in. David Chalmers. Wedtug niego
obliczeniowy model umystu zapewnia ogolne ramy dla wyjasnienia proceséOw po-
znawczych. System mozna uznaé za poznawczy, gdy znajdujg si¢ w nim informacje
o algorytmicznym przetwarzaniu danych. Jednakze posiadanie takiego systemu nie
oznacza jeszcze $wiadomego poznania zwigzanego z subiektywnym doswiadcze-
niem. Subiektywne doswiadczenie moze bowiem istnie¢ niezaleznie od procesow
obliczeniowych, i odwrotnie.

W rozdziale szostym (Life and Mind) Kane rozprawia si¢ z redukcjonizmem,
ktory to ukazuje umyst jako co$ nicobecnego we wszech§wiecie badz w najlep-
szym razie nieistotnie sasiadujgcego z nim. Wskazuje na relacyjnos$¢ i na niepew-
no$¢ (prawdopodobienstwo) nalezace do istoty fizycznego wszechswiata. Obiekty
znajdujace si¢ we wszech§wiecie sktadajg si¢ ze ztozonych systemow i wykazuja
wlasciwosci zalezne od dynamicznej relacji pol materii i energii, w ktorych istnieja.
Z czasem pojawiaja si¢ nowe ztozone systemy z wlasnymi systemami organizacji,
w tym ludzie. Autor powotuje si¢ m.in. na Philipa W. Andersona, wedlug ktore-
go hipoteza redukcjonistyczna nie pociaga za sobg hipotezy konstruktywistyczne;.
Redukowanie wszystkiego do prostych elementow i praw nie oznacza mozliwosci
rekonstrukcji wszech§wiata na ich podstawie. Dynamicznego zachowania duzych
i zlozonych agregatow czastek nie da si¢ zrozumie¢ za pomocg prostej ekstrapolacji
wiasciwosci kilku czastek.

Kane opiera si¢ rowniez na teorii systemow (struktur) dyssypatywnych zaini-
cjowang przez belgijskiego fizyka Ilyg Prigogine’a. Otdz niektore systemy fizyczne
maja tendencj¢ do naruszania zasady entropii. Organizujg si¢, pochlaniajac energie
z otaczajacego je srodowiska. Wowczas jednak zwiekszaja wlasny porzadek, a nie
entropi¢. Tym samym stajg si¢ podstawa do pojawienia si¢ nowych zasad organizacji
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i nowych systemow dyssypatywnych. W przypadku znaczacego zakldcenia zasad
organizacji taki system si¢ rozpada.

Natura zatem jest zakorzeniona w niestabilnosci dynamicznej, a kolejne po-
ziomy podlegaja emergencji. Nowe poziomy sa zalezne od wszystkich zasad rza-
dzacych nizszymi warstwami, a zarazem przejawiaja wlasne emergentne zasady
organizacyjne umozliwiajace funkcjonowanie obiektow na ich poziomie. Stad tez
brak jest przej$¢ migdzy prawami mechaniki kwantowej a prawami mechaniki kla-
sycznej, migdzy prawami biologii a prawami chemii, migdzy prawami biologii a do-
$wiadczaniem wrazen, a takze miedzy algorytmicznym przetwarzaniem informacji
a $wiadomoscig. Redukcjonizm traktuje te braki jako luki dajace si¢ uzupetnic, co
Kane uwaza za zhudzenie.

Rozdziat siodmy (Thinking as a Creative Act) dotyczy zycia biologicznego
z perspektywy teorii systemow dyssypatywnych. Organizmy zywe, aby modc si¢
utrzymacé, potrzebujg statego doptywu energii z otaczajgcego ich srodowiska. Stad
podstawowa ich cechg jest inicjowanie dziatania. Oddziatuja ze srodowiskiem tak,
by jak najmniejszym wysitkiem wykorzysta¢ jak najwicksza ilos¢ energii. Reaguja
na dzialania zewnetrzne, kierujac si¢ wlasnymi kryteriami. Wobec tego sg selek-
tywne w swoim zachowaniu i minimalizujg btedy w swoich interakcjach. W kon-
sekwencji takiego dziatania wylonito si¢ rowniez spoteczenstwo ludzkie z wlasng
organizacja, a w jego ramach powstajg kolejne systemy z wlasnymi zasadami.

Réwniez mozg powstal na drodze emergencji. Pozwala on bowiem wykony-
wac¢ cztowiekowi wiele funkcji niezakodowanych przez instynkt. Jego wyjatkowa
zdolnoscig jest tworzenie nowych i stopniowo coraz bardziej ztozonych wzorcow
komunikacji migdzy przedstawicielami wlasnego gatunku i szerszym Srodowi-
skiem. Z czasem j¢zyk symboliczny umozliwit przekazywanie nie tylko obiek-
tywnej wiedzy, ale i subiektywnych wrazen — zaréwno tego, co si¢ wydarzylo,
jak itego, co sie nie wydarzyto. Umozliwil on rowniez rozwo6j bardziej ztozonych
i spojnych systemow organizacji spotecznej. Ta nowa adaptacja do Srodowiska nie
polega juz na kolejnych pokoleniach powstajacych na drodze ewolucji genetycz-
nej. Zmiany spoteczne i jezykowe dokonujg si¢ w ciggu jednego zycia. Z tej per-
spektywy sztuczna inteligencja nie jest powigzana z zadnym z ludzkich poziomow
emergentnych.

Myslenie cztowieka rowniez powstato w wyniku emergencji ze wszystkich po-
ziomow ludzkiego istnienia. Umyst organizuje sam siebie poprzez aktywnos$¢ my-
slowa, aby przekroczy¢ wiasne granice i znalez¢ inny porzadek poza nim. Pewne
idee, bedgce elementami zycia cztowieka, nabieraja coraz wigkszej jednosci i formy,
przy czym staja si¢ coraz bardziej podatne na konfrontacje z innymi ideami. Sys-
temy mys$li wewnetrznie lub spotecznie niespojne prawdopodobnie nie przetrwaja.
Tak jak ciato dgzy do utrzymania swojej homeostatycznej integralnosci w kontek-
scie czynnikdéw srodowiskowych, tak tez umyst dazy do utrzymania swojej syste-
mowej integralnos$ci w konteks$cie wyzwan poznawczych. Cztowiek zyje w Swiecie,
swiat za$ zyje w nim. Kazdy czlowiek poszukuje jednos$ci, spdjnosci samego siebie
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1 otaczajacego go swiata, a poszukiwane to jest zrodtem inspiracji dla ludzkich mysli
iidei, a zarazem gtdéwnym zrodtem konfliktow i rozpaczy.

W rozdziale 6smym (Emerging Mind) autor podejmuje temat inteligencji. Fizy-
ka nie moze wyjasni¢ aktow inteligencji, gdy inteligencj¢ definiuje si¢ jako zdolnosé
wybierania sposrod roznych opcji. Tak rozumiana inteligencja nie daje si¢ rOwniez
sprowadzi¢ do programéw obliczeniowych. Najwazniejsze jest tu bowiem rozrdz-
nienie postrzegajacego $wiat i Swiata postrzeganego. Mechanizmy, za pomocg kto-
rych dokonuje si¢ wyborow, sa drugorzedne. Fizyka nie wyjasnia tego rozrdznienia,
natomiast granice t¢ thumaczy biologia. Organizmy dziatajg inteligentnie, utrzymu-
jac swoja homeostaz¢ daleko od rownowagi otaczajacego je srodowiska, dziataja
celowo, lecz nie oznacza to automatycznie $wiadomosci. Jako istoty §wiadome lu-
dzie tworza dodatkowo nowe wzorce oraz idee, dgza tez do spojnosci w swoich
systemach myslenia. Umyst wykracza poza wlasne do§wiadczenia i zainteresowania
cztowieka, jezyk za$ umozliwia dzielenie si¢ nimi z innymi. Tezy te Kane popie-
ra konkretnymi badaniami i przyktadami. Zaznacza zarazem, ze obliczeniowe po-
dejécie do umystu zubozy wilasne myslenie do samego przetwarzania informacji.
Istota ludzka straci zdolno$¢ do rozumienia siebie jako czego$ wigcej niz procesor
informacji.

Autor recenzowanej ksigzki w sposéb popularnonaukowy ukazuje ogranicze-
nia wspotczesnego modelu obliczeniowego jako modelu ludzkiego myslenia. Za-
miast podejscia redukcyjnego proponuje podejScie emergencyjne. Ksigzka posiada
nieliczne przypisy, brakuje w niej rowniez bibliografii. Przywotywani naukowcy sg
ogo6lnie znani. Wydaje si¢, ze omawiana pozycja jest skierowana do osob dopiero
rozpoczynajacych przygode z filozoficznymi rozwazaniami dotyczacymi ludzkiej
i sztucznej inteligencji, ukazujac im jedng z drog.

Droge te mozna zauwazy¢, korzystajagc m.in. z klasyfikacji zaproponowane;j
przez Jarka Gryza, filozofa i informatyka zajmujacego si¢ kognitywistyka. Przesle-
dzit on dyskusje metodologiczng towarzyszaca sztucznej inteligencji od jej poczat-
ku, wyréznit trzy idee przyswiecajace wszystkim, ktorzy usituja zbudowac systemy
percepcji. Jedni uwazaja, ze celem jest zbudowanie maszyny imitujacej zachowanie
(a wiec i my$lenie) cztowieka (ang. human-level AI). Jednakze chociaz do tego nurtu
nalezg nestorzy Al, to obecni jego reprezentanci stanowig mniejszos¢. Drudzy ape-
luja o odrzucenie ludzkiego zachowania i mys$lenia jako wzorca dla Al. Uwazaja, ze
warto zrozumie¢ ludzkie myslenie, jednak celem jest zbudowanie Al przekraczaja-
cej ludzkie zdolnosci umystowe w jakis uzyteczny sposob. Ostatnia, najliczniejsza
grupa, postuluje calkowite porzucenie idei maszyny myslacej, proponujac skupie-
nie si¢ na ,,podmiotach racjonalnych” (ang. rational agents), ktore maksymalizuja
zadang miar¢ wydajnosci. Sugeruja nawet zmiang nazwy dziedziny ze ,,sztucznej
inteligencji” na ,,racjonalno$¢ obliczeniowg™.

2 J. Gryz, Gdzie jestes, HAL?, ,,Przeglad Filozoficzny — Nowa Seria” 22 (2013), nr 2 (86),
s. 181.
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Zgodnie z podejsciem emergentystycznym Kane nie neguje prac nad ,,pod-
miotami racjonalnymi” ani pozaludzkimi AI. Watpi natomiast w mozliwos¢ zbu-
dowania maszyny imitujacej cztowieka (w tym Al), a tym samym zajmujgcej nie-
jako jego miejsce.
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